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Abstract—To improve computational efficiency, it may be
advantageous to transfer part of the intelligence lying in the
core of a system to its sensors. Vision sensors equipped with
small programmable processors at each pixel allow us to follow
this principle in so-called near-focal plane processing, which
is performed on-chip directly where light is being collected.
Such devices need then only to communicate relevant pre-
processed visual information to other parts of the system. In this
work, we demonstrate how two classical problems, namely high
dynamic range imaging and auto-focus, can be solved efficiently
using two simple parallel algorithms implemented on such a
chip. We illustrate with these two examples that embedding
uncomplicated algorithms on-chip, directly where information
acquisition takes place can replace more complex dedicated post-
processing. Adapting data acquisition by bringing processing at
the sensor level allows us to explore solutions that would not be
feasible in a conventional sensor-ADC-processor pipeline.

I. INTRODUCTION

In traditional information processing pipelines the sensor,
where data is acquired, is generally separate from the pro-
cessing core, where computation takes place. This leads to a
scaling problem, for example in artificial vision: the increase
in the resolution of the sensors, as well as the availability of
larger communication bandwidth, result in a bottleneck in the
core of the processing system. Because of massive amounts
of data, it is difficult to design systems that can achieve
the low latencies necessary to meet real-world constraints.
To alleviate the computational burden that the core of the
processing pipelines have to bear, a natural shift in strategy
is to equip the sensors with more processing capabilities, and
change the way they acquire information.

For a decade this trend to move processing to the periphery,
closer to the sensors and to the data-acquisition has led to very
successful systems at both the hardware level and software or
algorithmic level. First by creating new sensors or modifying
the way they acquire information [1]–[3], and second by
providing new computational methods [4], [5]. A successful
example is compressed sensing [5] in which sensor acquisition
and information processing have been jointly addressed to deal
with efficient signal compression and reconstruction. Also, by
changing the way a system acquires information may help to
perform further processing. In this line of thought a variety
of vision sensors able to perform some processing directly
at the pixel level have been designed and fabricated [6], [7].
These vision chips usually embed a pixel-wise circuitry that
performs computation directly on the incoming light-intensity
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Fig. 1. A scene, exhibiting a wide radiosity range, imaged by a
SCAMP-5 vision chip (a) with a low exposure (b) with a high
exposure and (c) with our HDR tone mapping adaptive sensing
algorithm.

thus implementing what has been coined as near focal-plane
processing [8]. The idea of these devices is to benefit from
massively parallel computation that can be performed at the
pixel-level and thus reduce the amount of data transmitted
to the core of a processing pipeline. Some of these devices,
known as Cellular Processor Arrays (CPA), consist of an array
of programmable processors, in which pixel processors can
share information with their neighbours [9]–[14]. A variety of
algorithms can be demonstrated on these devices.

Using programmable vision chips [13], [14], we design an
algorithm that exploits the parallelism and the near-focal plane
processing of these devices to produce on-chip a stream of
High Dynamic Range (HDR) frames, used as input of a simple
auto-focus algorithm also performed on the programmable
vision chip. The device equipped with our algorithm would
therefore output in-focus HDR frames. Producing HDR images
is usually a post-processing procedure that requires a dedicated
algorithm [15]–[17]. Our method demonstrates that it is indeed
possible to benefit from the advantages of processing close to
the data to guide acquisition and deploy a simple method to
solve a non-trivial problem.

In Section II of this work we introduce our adaptive sensing
HDR tone mapping algorithm and review its properties. The
parallel auto-focus we designed is described in Section III.
Because our method is based on contrast detection it benefits
from the use of HDR images produced by the first algorithm
in order to increase its robustness against contrast variations
across the image. Finally we present in Section IV results of
the implementation of these two algorithms on actual CPA
vision-chips [13], [14].
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Fig. 2. Examples of two scenes imaged with and without our on-
chip HDR algorithm: (a) (c) without HDR, (b) (d) with HDR tone
mapping running on chip.

II. “HIGH DYNAMIC RANGE” TONE MAPPING

A. Related works in HDR sensing & algorithms

The concept of HDR imaging is to be able to image scenes
containing both very bright and dark parts. Although various
computational photography techniques have been proposed as
post-processing [15]–[17], such as taking images with multiple
exposures and combining them, hardware allows the produc-
tion of HDR images on the device during sensing: altering the
way light is sampled. For instance, in [18] a range of 120 dB
encoded on 20 bits can be captured thanks to an event-based
circuitry, resetting and signaling when saturation of the pixel
occurs. The multiple exposure idea is directly translated in
[19], [20] in which differently exposed frames are combined
on-chip. In other works, an integration time is determined
“independently” for each pixel; in [21] several iterations of
a CNN are used to compute a map a-priori prescribing pixel-
wise integration time, while in [22], dedicated pixel-circuits
adjust the integration time in regions of the image. Apart from
[18], the output of these algorithms is a tone mapped image: A
standard range is used for the encoding (eg. 8 bits) but a non-
linear space-variant function maps the photo-current to a pixel
value. Thus, conventional formats and display can be used for
sharing and visualization.

B. An adaptive-sensing algorithm for HDR tone mapping

Principle: In our case, we assume the output from the
vision chip is limited to 256 levels encoded on 8-bits. The
internal computations have similarly limited dynamic range.
Therefore, in order to produce a tone mapped HDR frame, we
need to directly compute the tone mapped values, rather than
performing additional steps over a HDR frame, with higher

per pixel resolution. Practically, an image region that receives
a lot of light should stop integrating photo-current earlier than
an image region that receives little light.

This can only be achieved by changing the acquisition
of light on-chip since we want to specify the integration
time pixel-wise depending on some criteria. In a conventional
camera all pixels are exposed for the same amount of time,
on our vision chip the challenge was to find a way to emulate
pixel-wise independent integration time. However, unlike [21]
the “computation” for determining integration time is not
performed a-priori but while exposing.

We work on Single Instruction Multiple Data (SIMD)
vision chips where the same instruction is dispatched to all
the pixels’ processors to act on their own data stored in local
registers. We denote the light-sensitive register as Rpix, the
value stored in this register gradually increases, at a rate
proportional to the incident light intensity (i.e. it integrates the
photocurrent). In addition, we assume we can “mask” a subset
of the processors by specifying them not to be active –i.e not
to perform the instructions that are dispatched by the central
controller– when an activity flag is set. This mechanism is a
way to perform a branching condition dependant upon some
logical clause evaluated on the value of a register.

What we want is to let the Rpix register integrate for a
certain time. This time is determined as the time it would
take to make every single pixel of the vision-chip be at their
brightest level. During this integration time we can periodically
–say every δt– copy the value of this light-sensitive register to
another free register when some condition is met and mask the
processor when the condition is not met (no copy will occur).
After a fixed time determined by a multiple of δt one can
readout the tone mapped HDR frame in the register where the
copies have been performed.

Require: R1, R2, Rframe: three register arrays
Require: N , θ1, θ2, S1, S2: five hyper-parameters

1: Rpix ← 0 . Reset the pixels
2: do
3: R1 ← Rpix ∗K(S1) . Avg. neighb. small
4: R2 ← Rpix ∗K(S2) . Avg. neighb. large
5: if R1 ≤ θ1 and R2 ≤ θ2 then
6: Rframe ← Rpix
7: end if
8: t← t+ δt
9: while t < N · δt

10: trigger frame readout of Rframe

Properties: The condition we chose to perform a copy from
Rpix to Rframe consists of two parts:

First, the integration time should depend on the amount
of light collected at the pixel itself –or actually in a small
neighbourhood of size S1 (=1 pix typically). If it is less than
some threshold θ1, the pixel may need more light and copies
from Rpix may continue to be performed. If the condition fails,
then no copy occurs and Rframe keeps its value. This single
threshold must not determine alone whether the copy should be
performed or not. A second condition should take into account
a larger neighbourhood of the pixel. A convolution with a
Gaussian kernel K parameterized with its standard deviation
(its size) S is performed in R2 to average the light intensity
in its neighbourhood. Only if this value is also less than a
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Fig. 3. Auto-focus implemented on SCAMP-3. The plot shows the
value of the Laplacian of Gaussian for different image regions (pixel
location is given in the legend) vs. the frame id, when sweeping
the focus from near to far. Captured images are shown at times
corresponding to the maximum value in each of the regions.

threshold θ2 the pixel should continue to integrate. Note that
the maximum integration time is bounded by N ·δt and that δt
is not a free parameter but is determined by the time it takes
to perform the instructions 3 to 9.

In this algorithm the maximal pixel intensity will be near θ1
since no further copy happens once the threshold is reached. A
similar argument holds for the local average intensity that will
be near θ2. The neighbourhood size S allows to “interpolate”
between two extreme images: if S is the image size then a
single exposure for all the pixels is chosen and produces a
non-hdr image, if S = 0 then all the pixels will be near θ1.

III. A PARALLEL AUTO-FOCUS ALGORITHM

A. Auto-focus Systems

The aim of an auto-focus (AF) system is to adjust the
distance between the focal-plane of the optic system and the
camera sensor so as to bring parts or the entirety of the imaged
scene into focus. Two major categories of AF systems exist:
active and passive. Active AF are named for the defining
characteristic that they emit energy, such as infrared light or
ultrasonic waves to probe the scene and compute the distance
between the sensor and various points in it. Here we consider
a passive AF, more precisely a contrast detection algorithm.

B. Simple, parallel Auto-focus algorithm

To optimally match the capabilities of a CPA vision-
chip, we construct an algorithm that relies on a computation
performed at each single pixel to determine whether it is in-
focus, using only information about the values of that pixel
and its direct neighbours.

Principle: Because being out-of-focus blurs together
neighbouring pixels, one can find the optimally focused frame
for a given pixel, by analysing the average difference of that
pixel to its direct neighbours. Our algorithm finds the optimal
focus for a given pixel p in a set of frames in a two step
procedure: For each frame taken while sweeping the focus
compute the average difference of p to its direct neighbours.
Find the frame for which this value is maximal; this is
the frame with optimal focus. A mathematically equivalent
formulation is to compute the Laplacian (i.e. the divergence of
the gradient) of the brightness at each pixel. To get a smoother
estimation of focus pixel-wise, the Laplacian can be averaged
in a local neighbourhood by convolving it with a Gaussian
Kernel thus obtaining the Laplacian of Gaussian (LoG).

In practice an AF needs to be able to focus multiple pixels
simultaneously. To achieve this we could simply maximize
the sum over the LoG for all pixels in the region of interest.
This however has the drawback of preferentially putting high
contrast edges in focus, rather than low contrast ones; Figure 3
shows an example of varying peak values of the Laplacian for
varying contrasts. One method of alleviating this is to acquire
the image with the previously described HDR tone mapping
algorithm, which performs a global contrast equalization. In
order to make the estimation of the focus even more robust to
contrast change across the image one can threshold the LoG
and maximize the sum over the thresholded LoG.

On chip regions of interest for the autofocus can be selected
by turning-on the activity-flags of our CPA only for the pixels
belonging to this region.

Finally the AF should be able to guide the focus sweep as
it is happening: This is made possible with this approach. As
Figure 3 shows, the Laplacian is almost perfectly concave; thus
the change of the Laplacian between two subsequent frames
is a reliable indicator of whether the focus sweep is moving
towards better or worse focus.

IV. IMPLEMENTATION & RESULTS

We implemented both our adaptive-sensing HDR tone
mapping and parallel AF algorithm on CPA vision-chips from
the SCAMP family [13], [14].
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The SCAMP device we consider here is a mixed-signal
CPA vision-chip consisting of an array of cells/processing ele-
ments (PEs). A single PE includes a light-sensitive register, 6
local registers and a common register to share information with
its 4-adjacent neighbours. In addition, the cell’s PE contains
global I/O and a comparator feeding an activity-flag latch.
Analogue switched current techniques are employed to imple-
ment the PE: arithmetic operations are then performed without
the need of a complex ALU. The device is programmable:
instructions are dispatched by an external global controller to
all the cells. Each of them performs the given instruction on
their local data thus implementing SIMD processing. The state
of the activity-flag can enable or disable the operation of the
cell preventing it from performing the instruction.

HDR tone mapping: Figure 1, in which we image a scene
with a high radiance range, illustrates how the HDR tone
mapping can preserve information that would be lost to a
standard sensor. As can be seen in the figure, it is impossible
to simultaneously expose the top of the table and the rest of
the scene, without using a HDR approach.
In Figure 2, we see the effect of the HDR tone mapping applied
to two indoor scenes of different illuminance. Also, note that
the analogue registers on the SCAMP device store analogue
samples, but their values tend to decay over time, and this is
not uniform across the array. Hence some noise appears in the
image when maintaining an image for too long in a register;
this issue typically arises when a long exposure time is needed.
The HDR algorithm we proposed and implemented depends on
a maximal integration time controlled by the hyper-parameter
N . This entirely determines its latency since processing is
happening when integrating. This typically ranges between
less than a frame per second (FPS) =1s of integration in dark
conditions to more than 25 FPS (40ms) in bright conditions.
The exposure times for pixels vary across the image between
few microseconds (20µs) and fractions of seconds, the range
of captured light intensities exceeds 1 : 500 000.
The system running this algorithm draws 1.6W of power, only
a third of which is drawn by the vision-chip.

Parallel AF: Results of our parallel AF can be seen in
Figure 3 where different processors are selected with their
activity-flags to focus on different parts of the image.
The algorithm is very lightweight, and has been designed
to entirely benefit from the SIMD mode of the CPA. We
demonstrated it running at 25 frames per second, but it can be
easily executed at higher-frame rates, conditioned on enough
incoming light. When running the algorithm using the HDR
tone mapping as an input, the latency of the system is mostly
dependent on the latter which drives the integration time.

V. CONCLUSION

We proposed a HDR tone mapping adaptive-sensing algo-
rithm and a parallel AF algorithm relying on contrast detection.
We implemented both algorithms on SCAMP CPA vision-
chips and demonstrated that they worked in real-world condi-
tions. These two examples illustrate how non-trivial problems
can be successfully tackled with relatively simple algorithms
when an implementation at the sensor level is considered.
Algorithms that would not be feasible in a traditional im-
age capture and processing system, due to excessive data
bandwidth requirements between the sensor and processor,
are enabled by the near-focal plane processing principles.

These intelligent sensors, equipped with adequate algorithms,
allow us to effectively address imaging problems that would
otherwise require greater effort.
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